
Scalability: CAWN [Wang+ 2021] captures structural 
features, but it has serious computation issues.

Neighborhood-Aware Scalable Temporal Network Representation Learning 

Overview

TL; DR: We provide a scalable neighborhood-
aware framework NAT, that captures important 
structural feature in temporal network efficiently.

Insight: abandons long-vector representations 
and represents a node as a dictionary.
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Dictionary-type Node Representation

Motivation

Effectiveness: GNN-based temporal network 
representation learning cannot capture structural 
features that involve multiple nodes of interest.

u, v are more likely to connect than u, w at t3.
GNN-type model will fail because node w and node v 
have the same computation graph.
Basically, they fail to capture the structural features in the 
neighborhood of u,a,v that indicates triadic closure.

● Need to sample random walks for queried node pairs
● Compute expensive relative positional encoding online

We present a framework that records Dictionary-type 
Representations for nodes, which
1. Constructs structural features efficiently.
2. Avoids online neighbor sampling.
3. Is maintained with Neighborhood Caches.
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Keys: Down-sampled neighbors at 0 to k hops.
Values: Short vector representations-dim (2-8) 
for node pairs, e.g., (u, a), that summarize past 
interactions at the k hop between the pairs.

1. Construct joint neighborhood structural features
Relative position encoding on keys.

a: [(0,1,0), (0,1,0)].
It indicates that a is a common neighbor of u, v.

Inference: to predict if there is a link between u, v.

2. Aggregate short representations, i.e., the values
Values are aggregated based on the keys.
They work like traditional vector representations.

Denote that this 
node is in first hop

In parallel:
compute above 2 steps for all nodes (a, u, v, b) in 
the dictionaries of the node pair (u, v) of interests. 

Make prediction:

Neighborhood Cache (N-Cache)

Computation benefits
1. No sampling  2. Parallel representation construction

Experiments
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NAT achieves SOTA prediction performance in 
both inductive and transductive learnings.

NAT is fast on large datasets
● Train and converge faster.
● Comparable in inference.

Reddit

Stores the dictionaries with fixed-size GPU 
memory and maintains with parallel hashing.

● Encode new 
link with RNNs

● Hash with key 
to locate index

● Insert updated 
representation

● Collision found, 
replace randomly

OR

In parallel:


